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Abstract

Molecular dynamic simulations are used to quantify how the mechanical behavior
of PPTA crystallites, the fundamental building blocks of aramid fibers such as Kevlar®,
depend on strain-rate, temperature, and crystallite size. The (axial) crystallite elas-
tic modulus is found to be independent of strain-rate and decreases with increasing
temperature. The crystallite failure strain increases with increasing strain rate and
decreases with increasing temperature and crystallite size. These observations are con-
sistent with crystallite failure being driven by stress-assisted thermal fluctuations of
bonds within PPTA crystallites and the concepts of the kinetic theory of fracture.
Appealing to reliability theory, a model is proposed that predicts the onset of both
primary and secondary bond failure within a crystallite as of function of strain rate,
temperature, and crystallite size. The model is parameterized using bond failure data
from constant strain-rate molecular dynamic strain-to-failure simulations and is used
to compute the activation volume, activation energy, and frequency for both primary
and secondary bond ruptures.
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1 Introduction

Synthetic polymer fibers play a key role in many engineering applications includ-
ing fiber-reinforced composites, sporting equipment, and woven fabrics. Among the
strongest of man-made polymer fibers are aromatic polyamides, or aramid fibers,
with well-known examples being Kevlar® and Twaron®. Aramid fibers consist of
long-chain molecules made from the monomer poly(p-phenylene terephthalamide)
(PPTA), pictured in Figure 1. Northolt et al. [1] showed through X-ray diffraction
that the microstructure of PPTA fibers can be defined by an orthogonal unit cell
of single PPTA monomers with polymer chains parallel to the fiber axis. Over the
years, a number of studies [2-7] have observed that PPTA fiber microstructure is
comprised of crystallites between 60 and 600 nm in diameter made from PPTA chains
of about 200 nm in length, with periodic defect planes consisting of collections of
chain-ends located every 20—40 nm along the fiber axis. Additionally, the fibers ex-
hibit a 0.1-1.0 nm thick outer skin where chain-ends are distributed randomly along
the fiber axis, rather than organized into defect planes.

In our previous work [8], molecular dynamics (MD) simulations were conducted
to study the dynamic tensile deformation response of PPTA crystallites containing
different distributions of chain-end defects, but did not explore the strain-rate depen-
dence of the crystallite response in detail. Yet, this is an important topic to address:
aramid fibers used in projectile-resistant fabrics and armor are subjected to high
rates of tensile loading, with strain-rates in the range of 1,000-10,000 s~!. Hence,

the dependence of the fiber constitutive response on the rate of loading merits spe-
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Figure 1: Diagram of a single PPTA monomer. Unique bond types are labeled 1 through
7.
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cial attention. Dynamic tensile loading experiments performed on single yarns and
fiber bundles have yielded conflicting results on this matter, with some experiments
showing an increase in fiber modulus and tensile strength with increasing tensile
strain rate [9-11], while others find no strain-rate sensitivity of the fiber mechanical
properties [12-14]. Shim et al. [15] have postulated that the strain-rate sensitivity
observed in their experiments is caused by differing fiber failure mechanisms, specif-
ically failure by polymer chain scission along the backbone versus inter-chain sliding
and hydrogen bond rupture between chains, which are activated at different rates; of
course, this hypothesis cannot be easily verified experimentally. The lack of clarity
on the existence and extent of rate-sensitivity in the mechanical properties of aramid
fibers hinders the development of accurate constitutive models for fibers subjected
to ballistic impact loading rates.

In this work, constant tensile strain-rate MD simulations are conducted on molec-
ular models of PPTA crystallites in an effort to characterize their strain-rate depen-
dent mechanical behavior. The crystallite is chosen as the subject of study due to
its role as the fundamental building block of PPTA fibers and its length-scale com-
patibility with the limitations of MD modeling with respect to system size. Two
interatomic potentials are employed to model PPTA: the reactive bond-order force
field ReaxFF [16-19] is used to study situations where crystallite failure occurs by
both primary and secondary (hydrogen) bond failure, while the classical PCFF force
field [20] is used when failure occurs via hydrogen bond rupture only (the latter
situation occurs when chain-end defects are clustered closely together, see [8]). The
influence of temperature and crystallite size is also studied here in order to provide a
more complete picture of the constitutive response of the crystallites. The results of
these simulations show that the crystallite modulus decreases with increasing tem-
perature but is unaffected by strain-rate and crystallite size, while crystallite strength
depends prominently on strain-rate, temperature, and crystallite size. The findings
on strength indicate that failure of PPTA crystallites is governed by thermal fluc-
tuations of atomic bonds, which is consistent with the kinetic theory of fracture for
failure in solids [21-23]. Leveraging this observation, a model for bond failure based
on reliability theory is proposed, and it is shown that the onset of both primary and
secondary bond failure in PPTA crystallites can be predicted with good accuracy

over a range of strain-rates and temperatures.
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The remainder of this article is organized as follows: Section 2 presents the de-
tails of the MD simulation methodology used here, including creation of the atomistic
model of PPTA crystallites, interatomic force field selection, and the implementa-
tion. Section 3 presents the results of simulations concerning the sensitivity of the
crystallite mechanical response to strain-rate, temperature, and unit cell size. In
Section 4, a model for predicting bond failure based on the principles of reliability
theory is presented and its predictive capacity is assessed. Concluding remarks and a
discussion of the application of these results to creating a rate-dependent constitutive
model of PPTA fibers are offered in Section 5.

2 Methods

2.1 Force field selection

The primary potential used in the simulations performed in this work is the ReaxFF
force field [16-19]. ReaxFF is a reactive bond-order force field capable of dynamically
modeling the breakage and formation of covalent bonds during a simulation. ReaxFF
has been used extensively to study fracture events in atomistic solids [24-29], as
well as specifically for PPTA [8, 30, 31], making it a good candidate for studying
bond rupture events and the failure behavior of crystalline PPTA. While no ReaxFF
parameter set has been specifically developed to model PPTA, our previous work [§]
demonstrated that the parameter set developed by Liu et al. [32] is able to represent
the behavior of PPTA reasonably well, and as such, this parameter set is again
adopted for the simulations conducted here.

ReaxFF is a complex and computationally expensive force field, and its use is
only necessary when performing simulations in which covalent bonds are expected
to rupture. Therefore, for some of the simulations performed in this work, the more
computationally efficient PCFF force field is used instead. PCFF is a Class-II force
field [20] parameterized from ab initio calculations, and is designed specifically to
model polymers and organic compounds. PCFF has been successfully used in several
MD studies of PPTA [33-36], as well as in our previous work [8]. More recently,
the COMPASS force field [37] (based on PCFF but modified to more accurately

reproduce PVT relations in condensed matter) was employed by Grujicic et al. [38—
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Figure 2: A chain-end defect is introduced by removing the bonds linking two aromatic
rings, and capping the rings with hydrogen atoms. The colors gray, blue, red, and white

represent C, N, O, and H atoms, respectively.

43] to conduct a variety of MD simulations of PPTA, exploring, among others, the
effects of various classifications of defects and the effect of different static loading
conditions on the material response. Given that PCFF was parameterized to model
organic compounds like PPTA, and that it has been successfully used (along with
its similar counterpart COMPASS) to model PPTA in previous MD studies, it is
deemed a reasonable choice for modeling PPTA in cases where hydrogen (as opposed

to covalent) bond rupture is of exclusive interest.

2.2 Molecular model

All the simulations performed in this work were conducted using LAMMPS [44],
a parallelized MD code capable of handling large-scale atomic simulations. Initial
atomic models of crystalline PPTA were created with the aid of Materials Studio [45].
Perfect crystal models were created from an atomic topology file based on the X-ray
diffraction measurements by Northolt [1]. A perfect crystal model of any size can be
created from this starting point by replicating the crystalline unit cell N, N,, and
N, times in the x, y, and z directions, respectively. Some simulations in this work
involve simulations of a crystallite containing chain-end defects. Chain-end defects
are introduced by removing the amide linkage between two aromatic rings along the
chain backbone and capping the aromatic rings with hydrogen atoms, as shown in
Figure 2.

The MD simulations make use of periodic boundary conditions to represent PPTA
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crystallites in a bulk environment. Hence, these simulations are most representative
of the crystallites in the core of a PPTA fiber. In the case of a defect-free crystallite
model, the PPTA chains are of effectively infinite length, since backbone chain bonds
are continuous across periodic boundaries in the z-direction. Therefore, introducing
chain-end defects into a crystallite model gives rise to a system consisting of finite-
length chains. One model that is frequently used in this work consists of a simulation
cell of N;xN,xN, crystalline unit cells, with one chain-end defect introduced into
each chain. This yields a model in which each polymer chain is approximately N,
monomers in length. Thus, by changing the length of the simulation cell N, and
introducing defects at different locations, it is possible to easily create crystallite
models of different polymer chain lengths and defect distribution patterns.

Two fundamental types of MD simulations are performed in this work. The
first is the simulation of a PPTA crystallite under constant temperature and stress
conditions, with the goal of obtaining time-averaged properties of the crystallite at
these fixed conditions. To regulate the temperature and stress in these simulations,
a Nosé-Hoover chain thermostat [46-48] was employed. Thermostat/barostat time
constants of 100 fs for temperature and 1000 fs for pressure were used for both
ReaxFF and PCFF simulations. The second type of simulation is the constant
strain-rate deformation of a PPTA crystallite along the fiber axis. To conduct these
simulations, the PPTA crystallite is first equilibrated at a stress-free state in order
to obtain the equilibrium crystallite dimensions L, L,,, and L,,. Then, one end of
the simulation cell is held fixed, while the other is displaced at a constant velocity
Vo = €,,L,,, where €,, is the applied strain-rate. In addition, a barostat is employed
to maintain zero time-averaged pressure on the lateral sides of the cell. An analogous
methodology is used by Hossain et al. [49] for the study of dynamic strain-rate
loading in amorphous polyethylene, and leads to dynamic uniaxial stress loading of
the simulation cell via constant axial strain-rate deformation.

The ReaxFF and PCFF force fields have fundamentally different algorithmic im-
plementations, and as such require different sets of simulation-specific settings. The
ReaxFF force field parameters are specified from the parameter file in the supple-
mental material in [32]. For ReaxFF, a time step of At = 0.25 fs is used to integrate
the equations of motion. ReaxFF uses the QEq charge equilibration method [50,

51] to compute and update atomic charges during the simulation, which is necessary
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to accommodate changes in covalent bonding topology. The tolerance for the QEq
algorithm is set to 1.0 x 1075 coulomb, and the cutoff distance used for charged inter-
actions is set to 10.0 A. The implementation of the ReaxFF algorithms in LAMMPS
is described in [52].

The PCFF force field parameters are obtained from Materials Studio using the
tool msi21lmp packaged with the LAMMPS software. The Lennard-Jones coefficients
for interactions between atoms of type o and [ are determined using a mixing rule

as follows:
203 ag V€a€s
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where €, and o, (resp. €3 and o) are the Lennard-Jones parameters for atom type «
(resp. (). The Lennard-Jones cutoff is set to 10.0 A. Charge interactions in PCFF
are computed using the PPPM method [53], with a relative force error tolerance of

1.0 x 10~* for the solver, and a long-range cutoff of 10.0 A. A time step At = 1.0 fs

€ap

(1)

is used to integrate the equations of motion of the system.

3 Constant strain-rate loading simulations of PPTA crystal-

lites

In this section, results from simulations involving tensile deformations of PPTA crys-
tallites at different strain rates are presented. All simulations use the ReaxFF force
field to allow for the possibility of chain failure via rupture of covalent bonds along
the polymer chain backbone. For each simulation, the mechanical response of the
crystallite is characterized by plotting the axial stress-strain curve (that is, o, ver-
sus €,,) for the system. In each curve, the instantaneous stress is calculated using
the standard MD stress formula [54]

N N
1 o, o, (0% (67
07{\;[D = VZ —mov; Yy +Z(Tf_ri)fjﬁ ) (2)
a=1 B>a

where indices a and  refer to atoms and indices ¢ and j refer to vector components,

such that m® is the mass of atom «, v{* is the i-th velocity component of atom «, 7§
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is the i-th position component of atom «, fjaﬁ is the j-th force component acting on
atom « due to its interaction with atom 3, V' is the volume of the atomic system, and
N is the number of particles in the system. The engineering strain is computed as
€rr = %, where L, is the deformed length of the crystallite at a given instant
along the ;(—)axis, and L., is the unstressed equilibrium length of the crystallite in the

same direction.

To explore the strain-rate sensitivity of a perfect crystallite, 25 constant strain-
rate tensile loading simulations are conducted on a simulation cell consisting of
4x4x8 PPTA unit cells under periodic boundary conditions. Each chain is therefore
infinitely long in the z-direction. Five simulations are run with each of the strain
rates 5.0 x 102 s71, 1.0 x 109 s7%, 2.0 x 10® s71, 4.0 x 107 s71, and 8.0 x 10° s, with
different (equilibrated) starting conditions prescribed to each simulation in order to
explore the stochastic nature of the failure response, as observed in our previous
work [8]. Figure 3 displays the results, which yield several important observations.
The stress-strain response before the onset of failure is identical for each strain-rate:
the behavior is nearly linearly elastic before failure, and the modulus of the system is
independent of the applied strain-rate. The failure strain, however, does depend on
the strain-rate, with the apparent trend being that an increase in strain-rate leads to
an increase in failure strain. Also noteworthy is that Type 2 bonds (as diagrammed
in Figure 1) are the first to fail in each chain over all strain rates examined, confirm-
ing that the failure mode and weak-link bond in the PPTA chains is independent of
the rate of loading.

At this point it is important to emphasize that these constant strain-rate sim-
ulations become prohibitively costly with decreasing strain-rate, due to the large
number of MD time steps required to reach crystallite failure strains at slower rates.
After performing simulations at several different strain rates, it became evident that
the response of the crystal is history-independent and reversible up until the first
primary bond fails, as the system does not undergo any irreversible changes (e.g.,
inter-chain slippage) hitherto. Additionally, the only strain-rate dependent property
of the crystallite is the failure strain. Due to this very specific behavior, it is pos-
sible to initiate a strain-rate simulation from an elastically pre-strained state and

obtain the same system behavior as beginning from zero strain, as long as bonds do
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Figure 3: Stress-strain curves for the 4x 4x8 unit cell system at five different strain rates

1

(in s+ wunits) as indicated in the figure legend. Five different equilibrated starting points

are used for each rate.

not rupture at the starting strain during the process of loading at the desired rate.
Exploiting this fact, strain-rate simulations at rates lower than 2.0 x 10® s~! were
performed by first pre-straining the system to a level of 7%, which was deemed a
sufficiently low strain such that bond ruptures would never be observed for the strain-
rates simulated in this work. The system was equilibrated at this starting point, and
then the desired strain-rate was applied to simulate the constant strain-rate response.
Using this method, it was possible to perform a single strain-to-failure simulation
of a 4x4x8 unit cell system (7,168 atoms) at a strain-rate of 8.0 x 10¢ s~ (the
slowest rate simulated in this work) with about 160 hours of wall-clock simulation
time (equivalently, about 10,000 CPU hours) using 64 processors. It should be noted
that simulating strain-rates observed in typical engineering applications of aramid

fibers, such as ballistic impact events where strain-rates are in the neighborhood of

100-1,000 s [55], is, therefore, wholly impractical.

Another important aspect to consider is the influence of temperature on the
crystallite stress-strain response. So far, all simulations have been performed at a
constant temperature of 300 K. Figure 4 includes stress-strain curves of simulations

performed at a strain-rate of 1.0 x 10° s™! and temperatures of 300 K, 400 K, and
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Figure 4: Stress-strain curves for the 4x4x8 perfect crystal model at a strain-rate of

€, = 1.0 x 10° 57! and temperatures of 300 K, 400 K, and 500 K.

500 K for the 4x4x8 perfectly crystalline simulation cell. In each case, the stress
response is nearly linearly elastic until failure, with the failure strain decreasing with
increasing temperature. The modulus of the material also decreases with increasing
temperature, taking (fitted) values of 320, 309, and 293 GPa (at strains below 1%)
at temperatures of 300 K, 400 K, and 500 K, respectively.

To examine the full spectrum of temperature and strain-rate dependence of crys-
tallite failure, the same set of strain-rate simulations as depicted in Figure 3 (with
the exception of ¢,, = 8.0 x 10° s7!, due to its high computational cost) were per-
formed at temperatures of 400 K and 500 K. Note that in these cases pre-straining
in low strain-rate simulations was effected only to 3% (rather than the 7% used for
300 K) due to an anticipated lower failure strain at elevated temperature. Plots
of failure strain versus strain-rate for all simulations performed at temperatures of
300 K, 400 K, and 500 K are displayed in Figure 5, which depicts a roughly linear

relation between failure strain and log strain-rate for all temperatures examined.

In addition to strain-rate and temperature, it was observed that the size of the
simulation cell also influenced the failure strain. To illustrate this point, a large
system of 8x8x64 unit cells is subjected to tensile loading at strain-rates of 5.0 x

10° s71 and 1.0 x 10 s7! at a temperature of 300 K. The results are plotted in

10
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Figure 5: Fuailure strain versus strain-rate for the 4x4x8 perfect crystal model at tem-
peratures of 300 K, 400 K, and 500 K. The solid lines emphasize the apparent trend of a
linear relationship between failure strain and log strain-rate over the rates and temperatures

examined here.

Figure 6 together with simulations at the same rate but using the 4x4x8 unit cell
system. In each case, the larger system fails at a lower strain compared to the smaller
system. This can be explained by recalling that the onset of failure is essentially due
to an induced flaw in the material; in this case, the rupture of a primary bond in the
system. In a larger crystal, there is a greater number of bonds that may fail, and
as such, the larger system will, on average, fail sooner than a corresponding smaller
system with fewer potential sites for failure. This behavior reflects the influence
of size effects commonly observed in engineering materials, whereby larger material
samples exhibit lower strength due to the increased likelihood of critical material

defects in larger samples.

The simulations considered so far involve failure of a crystallite due to the failure
of primary bonds along the polymer chain backbone. This is the only failure mech-
anism possible when considering chains of infinite length. Our previous work [§]
concluded that failure via hydrogen bonds occurs only when chain-end defects are
sufficiently clustered as to induce stress concentrations in nearby hydrogen bonds and

facilitate inter-chain slippage. The weakened intermolecular bonds between polymer

11
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Figure 6: Stress-strain curves for the 4xX4x8 and 8x 8x 64 unit cell systems, highlighting

the lower failure strain for larger systems.

chains lead to chain slippage as the favored failure mechanism, as in the MD study
of polyethylene (a crystalline polymer with relatively weak lateral bonding between
chains) by O’Connor and Robbins [56], where chain sliding was found to be the
favored failure mechanism. To determine whether failure dominated by hydrogen
bond rupture exhibits the same trends with strain-rate and temperature as failure
dominated by backbone chain bond rupture, a crystallite containing 4x4x8 unit
cells with one chain-end defect per chain is considered. Due to the periodicity of
the boundary conditions, this yields a crystallite model consisting of chains approxi-
mately 8 monomers in length with randomly distributed chain-end defect sites. Note
that this is a relatively high concentration of defects compared to true PPTA, but
mimics the clustered defect planes experimentally observed in [5] without incurring
the high computational cost of simulating the system at true size. Preliminary strain-
to-failure simulations with this crystallite showed that only the chain-sliding failure

mechanism occurs, and primary bonds never rupture, as desired.

Using this simulation cell, five strain-to-failure simulations are conducted at 300 K
at each of the strain-rates 5.0 x 10° s71, 1.0 x 10° s7!, 2.0 x 108 s7!, and 4.0 x
107 s7! (a total of 20 simulations). In order to explore the temperature-dependent
response, five strain-to-failure simulations are conducted at a strain rate of 1.0 x
10% s~ for each of the temperatures 50 K, 100 K, 200 K, and 400 K (an additional 20

12
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Figure 7: Fuilure strain versus strain-rate for the 4x4x8 simulation cell with chains 8

monomers in length at (a) fived temperature and (b) fized strain-rate.

simulations). The results are summarized in Figure 7, and show that the same trends
observed in crystallite failure via primary bond rupture are present in crystallite
failure via hydrogen bond rupture: that is, crystallite failure strain increases with

increasing strain-rate and decreasing temperature.

4 A reliability theory-based model for prediction of bond

failure

In this section, a model based on reliability theory is proposed for predicting the
failure of both covalent and hydrogen bonds in crystalline PPTA. The model, pa-
rameterized by MD simulation results, demonstrates the kinetically driven nature of
bond failure events in PPTA and also offers a way to make predictions about the

onset of bond failure at lower strain rates than those accessible by MD simulation.

4.1 The kinetic theory of fracture and its parallels with reliability theory

The kinetic theory of fracture (KTOF) [21-23, 57] has been use to predict creep
lifetimes of a wide array of metallic and polymeric solids. According to this theory,
as bonds oscillate about their mean length at a given temperature, each oscillation

represents an opportunity for the bond to rupture, and the probability of rupture

13
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is determined by the temperature and loading conditions of the solid. In a material
under constant temperature and stress, it has been shown that the mean time-to-
failure ¢; of individual bonds in the system is described by

U()—’)/U:|

T (3)

ty = toexp [

while the reciprocal of equation (3) gives the average rate of failure of the bonds as

-Up —1—70} (4)

A= woexp[ T

In equations (3) and (4), o is the stress on the sample, T is the temperature, k;, is
the Boltzmann constant, and ¢y, Uy, and ~ are material constants. These material
constants are typically given physical interpretations as follows: ¢ (resp. w) repre-
sents the period (resp. frequency) of oscillation of atomic bonds in the system, Uy
the activation energy required for fracture, and v the activation volume.

Equation (4) also represents the classical stress-assisted rate equation commonly
used in dislocation-based creep formulations, and in the absence of any stress, degen-
erates to the Arrhenius or Eyring equation found in statistical mechanics, transition
state theory and other fields. It can be concluded from equation (4) that increasing
the stress on the system lowers the effective activation energy, leading to a higher
bond failure rate. Similarly, an increase in temperature results in an increase in the
magnitude of the thermal fluctuations of atomic bonds, leading to an increase in the
probability of a bond rupture occurring per oscillation and thus raising the bond
failure rate. Note that these behaviors are consistent with the observed trends of
crystallite failure in Section 3.

If bonds at fixed temperature and stress can be thought to fail at a constant rate
as predicted by equation (4), then it is possible to draw parallels between bond failure
behavior and principles in reliability theory. Reliability theory is used in engineering
applications to model components or systems of components characterized by proba-
bility distributions for system lifetime and failure rate. In general, the theory can be
applied to systems with time-dependent failure rate, which is realized, for example,
in KTOF if a time-dependent stress rate o(¢) is used in equation (4).

In what follows, bond failure in MD simulations of PPTA is analyzed in the

context of reliability theory, and a model for predicting the onset of bond failure is

14
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proposed. For a complete background on basic concepts and equations in reliability
theory, the reader is referred to [58]. A brief summary of important equations and

concepts relevant to this work are given in Appendix A.

4.2 Primary bond failure rate at constant strain and temperature con-

ditions

In this section, attention is focused on the bond rupture process when the crystallite
is held at a fixed strain over a long period of time. KTOF predicts that the rate
of bond rupture in a solid at fixed stress and temperature is constant in time and
given by equation (4). In a crystallite containing defects, local bond stress levels
are highly dependent on the bond’s proximity to a defect site, as discussed in our
previous work [8]. But when a crystallite is defect-free, all bonds of a given type can
be assumed to exhibit the same average rate of failure at a given crystallite stress
and temperature. Furthermore, since in perfect crystallites there is a clear one-to-
one relation between stress and strain (before bond failure occurs), the rate of bond
failure can be assumed to be a function of crystallite strain €., and temperature 7.
This assumption remains true up until the first-bond failure occurs, after which the
introduction of a defect in the system due to the ruptured bond will cause bonds
to change their individual rates of failure according to their proximity to the initial
bond rupture site. A final assumption made here is that individual bonds behave
independently of one another in terms of their thermal fluctuation characteristics,
which is reasonable up until the moment that the first bond failure occurs in the

crystallite.

Under the preceding assumptions, one may take an approach grounded in relia-
bility theory and regard thermally fluctuating bonds in a PPTA crystal as a system
of components which fail over time. Consider a system of N components which are
identical to one another and behave independently of one another. These represent
individual bonds within the crystallite. Suppose these components are all simulta-
neously put into operation at time ¢ = 0 and that each component has a constant
failure rate A\g, to be determined. To this end, one would record the time-to-failure

for each component 7;, 2 = 1,..., N, and then compute the mean time to first-bond
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failure ¢y, as

| N
th = § ;Ti : (5)
Subsequently, the individual bond failure rate A\g may be calculated as

1

)\0: —_— .
tfo

(6)

Using equation (6) to compute the average failure rate of bonds in a single PPTA
crystallite would, however, be incorrect, since the occurrence of the first-bond rupture
in the crystallite will influence the likelihood of failure (therefore, the failure rate)
of the remaining bonds. An alternative method for calculating the individual bond
failure rate can be used by treating a crystallite as a series system of N components
(bonds). This series system can be considered to have failed the moment any of
the N bonds in the system fails. By gathering data on the time to system failure
(that is, time-to-first-bond failure) for K such systems (each of which represents an
equilibrated crystallite at different initial conditions), the mean time-to-failure for a

system of N bonds can be computed as

1 K
tiv = K ZTfi ) (7)
=1

where 7y, represents the time-to-first-bond failure in system ¢. The mean rate of

failure for a system of N bonds is then

1

AN = — .
th

(8)

Equation (8) represents the failure rate of a system of N bonds, each with identical
rates of failure \g. Appealing to equation (A.5), it is possible to relate the system

failure rate Ay to the individual bond failure rate A\g through
Av =N . (9)

Therefore, it is possible to measure the rate of individual bond failure in a crystallite
at fixed strain and temperature by observing the times to first bond failure for a
finite number of crystallites which differ only in (equilibrated) initial conditions, and
then relate the computed system failure rate Ay to the individual bond failure rate \g

through equation (9).
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To examine to failure rate of bonds under fixed temperature and stress condi-
tions, two sets of simulations are performed. The simulations track failure of Type 2
bonds, which is the mechanism of interest for studying system failure. The goal of
these simulations is twofold. First, it is desired to confirm that the failure rate of
bonds in the crystallite at fixed temperature and stress is indeed constant. If it is,
then the distribution of times to first failure will follow the exponential distribution
as implied by equation (A.1). Second, given that bond failure rate is indeed constant,
equations (7-9) will be used to compute the individual bond failure rate for Type 2
bonds in the crystallite. The first set of simulations uses a simulation cell of 3x4x2
crystalline units cells, while the second uses a simulation cell of 4x4x8 crystalline
unit cells. For each set of simulations, the ReaxFF force field is employed, and the
simulation cells are brought to an axial strain of ¢,, = 0.095 while an NPT thermo-
stat maintains a temperature of T = 300 K and zero pressure on the lateral sides
of the simulation cell, thereby creating fixed temperature and stress conditions. A
relatively high level of strain is imposed to ensure covalent bond rupture occurs with-
out prohibitively long simulation times. For each set of simulations, 400 crystallite
variants are created by assigning slightly different equilibrated starting conditions
to the simulation cell. Then, the distribution of times to first-bond failure for each
crystallite : = 1, ..., K = 400 is recorded.

The results of the two sets of failure data gathered from the simulations are
presented in Figure 8. The figure shows that the computed distributions of times to
first failure closely resemble the exponential distribution, supporting the hypothesis
that the bond failure rate in each system is constant in time. The quantitative
results of the simulations are also summarized in Table 1. The data demonstrate
that the single bond failure rates in each system are different from one another, and
that this difference is not likely accounted for by the 95% confidence interval for the
estimate of the failure rate in each system. This result is not in agreement with
the assumption made at the outset of this investigation, which is that bonds behave
independently of one another, since this assumption implies that the individual bond
failure rates are independent of system size, or equivalently, that the system failure
rate Ay is related to the single bond failure rate Ay through equation (9). This
discrepancy in computed single bond failure rates may be due to the relatively small

size of the systems considered here, where individual bonds in a given chain may
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Figure 8: The distribution of times to first failure for (a) the 3x4x2 system and (b) the
4x 4% 8 system. The red curves represent the exponential distribution with Ay = %, where
N

try 18 the average time-to-first-bond failure for the 400 simulations.

not behave completely independently of one another. Consider, for example, that
the overall length of the chain is fixed since the crystallite is at a fixed axial strain.
Therefore, the sum of the bond lengths (projected onto the z-axis) along the chain
is constrained to equal the length of the simulation cell, such that bonds may not
take arbitrary lengths at any given moment in time. It is likely that if the times to
first-bond failure were recorded for increasingly large systems, the value of \q would
eventually converge with increasing system size. However, due to the prohibitive
cost of performing these simulations on such large systems, this investigation is not
pursued here. Regardless of the accuracy of the calculation of the failure rate for
a single bond in these perfectly crystalline systems, the exponential distributions
displayed in Figure 8 indicate that the bond failure rate in a given crystallite is

approximately constant at fixed strain and temperature.

It is also of interest to examine how the MD simulations predict a change in bond
failure rate with a change in strain or temperature. To explore this, a set of simula-
tions of the variety which produced the results displayed in Figure 8 is performed for
a set of strains and temperatures of interest. Strain and temperature combinations

are chosen to encourage bond failures to occur relatively quickly, otherwise, the sim-
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Simulation cell size N tg, (x1071s) Ao (x10® s71) 95% CI (x10% s71)

3x4x2 96 81,300 £ 3720 1.28 1.17-1.41
4x4x8 512 12,600 £ 661 1.55 1.40-1.73

Table 1: The failure rate of a single bond \g is calculated based on the mean time to first
failure ty, for the simulation data presented in Figure 8. The 95% confidence interval for

the estimated value of Ao is shown in the final column.

ulations take prohibitively long to run before the first-bond failure is observed. Each
set of simulations at fixed strain and temperature generates a set of times to first
failure, from which the individual bond failure rate is computed. Here, each set of
simulations uses a system of 3x4x2 unit cells of perfectly crystalline PPTA and 200
variants on initial velocity conditions to generate the data points (with the exception
of €., = 0.095 and T" = 300 K, which has already been presented and uses 400 initial
condition variants). Using more than 200 simulations per strain/temperature com-
bination would increase the accuracy of the failure rate calculations, but is, again,
prohibitively expensive.

The relations between failure rate and strain, as well as failure rate and tem-
perature, are displayed in Figure 9. As anticipated, the bond failure rate depends
strongly on both crystal strain and temperature. The curves displayed in Figure 9 are
computed by finding the parameters from the KTOF equation (4) which best fit the
data. Specifically, for the case of fixed temperature and varying strain, equation (4)

predicts the following relation between bond failure rate and strain:
A= Aexplae] , (10)

— E
— 9] and a = il are taken as constants. Here, it has been
kyT kyT

assumed that the relation between stress and strain is linearly elastic, so that 0 = FE,

where A = wqgexp

which closely describes the stress-strain relation for PPTA crystals, as observed in
Section 3. On the other hand, considering the case of fixed strain and varying

temperature, equation (4) can be written as

Vo2 an
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overcome the activation energy U, and bond rupture would immediately ensue).

where b = and is assumed to be negative (as otherwise the strain would
For negative b, an increase in temperature leads to a smaller negative exponent in

equation (11), and the failure rate increases with increasing temperature.

From these curve fits, the parameters of equation (4) are calculated to be
Us = 80.6 kJ/mol, v = 2.45 A% and wy = 3.6 x 10'® Hz. These values of the
parameters are in line with typical ones observed in experimental data [23, 60]. The
activation energy U is somewhat low (covalent bond energies typically range from
100-300 kJ/mol), but the activation volume = is of reasonable magnitude. In ad-
dition, the frequency wy is close to the bond oscillation frequency of approximately
5 x 10'3 Hz observed for Type 2 bonds in the MD simulations. These numbers are
not meant to be interpreted as accurate estimates of the parameters in equation (4)
in the sense that the measurements taken to obtain them are relatively few and
somewhat inaccurate (due to the need for large numbers of simulations to get tight
bounds on an estimate of the bond failure rate). However, the fact that equation (4)
can be fit to the MD observations, and that this fit yields physically reasonable

parameters for the activation energy, activation volume, and bond frequency is a
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good indication that primary bond failure in these systems is well-described by the

concepts embodied in the KTOF.

4.3 A model for primary bond failure under constant strain-rate loading

Concepts from KTOF and reliability theory are now applied to model bond failure
under constant strain-rate loading. Exploiting the linear relation between axial stress
and strain, the time-dependent stress is assumed to be o(t) = Ee(t), where E is the
Young’s modulus of the crystallite and the subscript “2z” on E and e is omitted
for brevity. For generality, the temperature T'(¢) is also assumed to be a function
of time. Following equation (4), the failure rate of each bond may then be written
explicitly as a function of time only as Ag(e(t),T'(f)) = Xo(t). Hence, bonds in
a crystal subjected to time-dependent strain loading and temperature history can
be thought of as having a time-dependent failure rate function A\g(¢) and reliability
theory concepts can be used to compute the mean time-to-failure, hence also mean
strain-to-failure. The failure rate of a primary bond in crystalline PPTA is only easily
predictable up to the moment of first-bond failure. After initial bond rupture, the
conversion of bond potential energy into kinetic energy and the subsequent distortion
of crystal structure near the bond rupture site make it difficult to predict how the
failure rates of the rest of the bonds in the system will change. This means that the
model may only reliably predict the onset of initial bond failure in a perfect crystal.

Consider the case of constant strain-rate loading €(t) = ét at a fixed temperature

such that \g is given by

(12)

-U Eét
Xo(t, €, T) = wpexp {ﬁ]

kyT
Appendix B details the derivation of the expression for strain at first-bond failure
€ using reliability theory, with the general expression given by equation (A.7). At
high strain-rates, equation (A.10) gives an approximate expression for the strain at

first bond failure — combined with equation (A.8), the expression

kT . vE Uy
~—— |1 In{ ——— — -G 13
o vE {ne i <W0Nka) e (ka (13)
is obtained, where G is a constant. Note that equation (13) represents a linear rela-

tionship between strain at first-bond rupture and log strain-rate, which is consistent
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with the trend postulated and shown in Figure 5 for crystallite failure strain ver-
sus strain-rate. Also noteworthy is that equation (13) is remarkably similar to that
derived in [59] for failure stress in solids under constant stress-rate.

It is now desired to find the parameters Uy, v, and wy which best fit the strain at
first-bond failure data generated from the simulations which produced Figure 5 (note
that these strain values are different than the values plotted in Figure 5, which are for
crystallite, rather than first bond, failure). To this end, an interior-point optimization
algorithm (implemented with the KNITRO MATLAB software package [61]) is used
to minimize an objective function which defines the error between the strain at first-
bond failure data points and the model’s predicted strain at first failure computed

from equation (A.7). The objective function ® is chosen as

Ndata,

O(x) = Y e —eplen T (14)
i
where Nyu, is the number of observed first-bond failures (equivalently, the number
of independent simulations performed), €y, is the ith observed strain at first failure
and e (€;, T;) is the expected strain first-bond failure computed using equation (A.7).
The variable x is a vector of inputs, in this case the constants Uy, w, and 7, to be fit
to the data.

The results of the fit, along with the strain at first failure data points, are dis-
played in Figure 10. The deduced parameters provide a reasonably good fit to the
data, especially when the error bars are taken into account. Note that the error bars
are computed as the square root of the variance as given in equation (A.4); that is,
the error bars emanate from reliability theory rather than KTOF or standard error
in the data. The values of the parameters are Uy = 114 kJ/mol, v = 4.40 A3, and
wo = 4.0 x 10'3 Hz. These parameters are different than those obtained from fitting
the data in Figure 9 to equation (4), but they are adequately close to one another,
and, once again, represent physically reasonable values.

Plotted in Figure 11 is equation (A.7), using the above parameter values, for the
three temperatures considered and a range of strain rates, some smaller than those
simulated here. While not immediately apparent from equation (A.7), the failure
strain for a fixed temperature tends toward zero as the strain rate goes toward zero.

In addition, the time to first-bond failure is increasing rapidly. Hence, even at very
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Figure 10: Strain at first primary bond failure at several strain-rates and temperatures for
a perfect 4x 4x 8 simulation cell using ReaxF'F. The fitted colored lines represent the failure
model predictions fitted to the data (open circles). Error bars are £1 standard deviation
as computed from the square root of variance in equation (A.4). Red markers represent

average strain at first failure at the temperature indicated in the figure legend.

slow strain rates failure is inevitable, but takes on average a very long time to occur.

4.4 Modeling hydrogen bond failure near isolated chain-end defects

Secondary hydrogen bonds between adjacent PPTA chains exhibit the same type
of failure tendencies as primary bonds, as observed from the results in Section 3,
and it is therefore reasonable to assert that analogous assumptions from reliability
theory can be used to predict the onset of hydrogen bond failure. However, the
mechanisms involved in hydrogen bond failure are different than those involved in
covalent bond failure. For example, as mentioned in Section 3, hydrogen bonds will
not fail in a perfect crystal of infinite-length chains subject to axial loading. Also,
hydrogen bond failures cannot occur as isolated single bond failures, since for chain
sliding to occur, multiple hydrogen bond failures must occur simultaneously between
chains. For these reasons, some of the basic assumptions regarding primary bond

failure, such as conceptualizing individual primary bonds as independently-operating
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Figure 11: Strain at first bond failure versus strain rate for temperatures of 300 K, 400 K,
and 500 K as predicted by equation (A.T).

components with identical failure rates, do not apply to hydrogen bond failure.

Despite these complexities concerning the failure behavior of hydrogen bonds, it
is possible to conceive of a chain-end defect distribution whereby the initiation of
hydrogen bond failure at the chain-end defect sites can be treated in a very similar
way as the failure of individual primary bonds in a perfect crystal. Consider a PPTA
crystallite with a dilute concentration of chain-end defects. Suppose these defects
are distributed throughout the crystal such that they can be accurately treated as
non-interacting. That is, all the defects lie outside of each other’s zone of influence,
the region where both primary and secondary bonds alter their level of stretch in
response to the presence of a nearby defect, as discussed in our previous work [8]. In
this case, each chain-end defect site can be thought of as a component which behaves
independently of other components in the system. Therefore, each defect site has an
equal rate of failure, where failure is defined as the initiation of inter-chain slippage
at the defect site. The initiation of inter-chain slippage is a somewhat complex event
that involves the rupture of several hydrogen bonds near the defect. However, by
treating defect sites as independently-operating components within the crystal, with
a failure rate that depends on crystal strain and temperature, the initiation of chain

slippage at these sites can be thought of as a failure event in the same way as the
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Figure 12: Chain-end defect distribution for MD simulations of hydrogen bond failure
using the PCFF force field. Defects in adjacent chains are spaced 16 monomers apart along

the z-axis of the crystallite.

rupture of a covalent bond in the perfect crystal.

To explore this further, a system of isolated chain-end defects is constructed using
a simulation cell of 3x8x64 unit cells, with each hydrogen-bonded sheet containing
the chain-end distribution pattern depicted in Figure 12. The defects are uniformly
spaced 16 monomers apart along the z-axis of the crystallite, and placed closer than
this only when at least three chains separate the defects within a hydrogen bonded
sheet. This ensures that each defect lies well outside of the zone of influence of
all other defects in the crystal (about +8 monomers along the broken chain axis
relative to the defect, and £4 monomers along the axes of adjacent chains [8]). The
PCFF force field is then used to simulate the loading of this system at various strain-
rate and temperature combinations. PCFF is used to study hydrogen bond rupture
in the absence of primary bond rupture (primary bonds have essentially infinite
strength in the PCFF force field). Despite the fact that ReaxFF would likely predict
primary bond failure to be the favored mechanism in this system, conducting the
study with PCFF is still a valid way to study the behavior of full-strength hydrogen
bonds. To see chain sliding occur using ReaxFF, defect sites would need to be close
enough to one another to weaken the hydrogen bonds near those sites, and any
information gathered would be for hydrogen bonds in their weakened state, rather
than at full strength. Chain slippage by hydrogen bond failure is assumed to occur
when a hydrogen bond at the site exceeds an O-H distance of 5.5 A. In strain-to-
failure simulations of similar systems using PCFF, this distance criterion was visually
estimated to be a good indicator that inter-chain slippage had initiated near a defect

site.

To generate data on strain at first hydrogen bond failure for the defect pattern

in Figure 12, a number of constant strain-rate loading simulations are conducted

25



Strain-rate and temperature sensitivity of PPTA crystallites

at various rates and temperatures, and as with primary bonds in Section 4.3, a
reliability modeling approach is taken where each chain-end defect site is treated as
an independently-operating component with a time-dependent failure rate function
Mo(€e(t), T(t)). The model is parameterized by fitting the strain at first failure data
to the objective function defined in equation (14). The results are displayed in
Figure 13, which, as for the case of primary bonds, show that a good fit to the data
is obtained.

The best-fit parameters of the model to the data yield parameters U, =
90.6 kJ/mol, v = 414 A3 and wy = 2.2 x 10" Hz. Unlike the parameters ex-
tracted from examining primary bond failure data in Section 4.3, not all of these
parameters lie in the expected range of values for hydrogen bonds. For example, the
activation energy for hydrogen bonds has been experimentally observed to be in the
range of 4-25 kJ/mol [62], which is significantly lower than the value of 90.6 kJ/mol
obtained here. It is also expected that the activation energy for a hydrogen bond
would be substantially lower than for a primary bond, which would be consistent
with the activation energies cited in [62], yet it is just under 80% of the activation
energy obtained for a primary bond (114 kJ/mol) in Section 4.3. Also, bond fre-
quencies in the MD simulations conducted here are all on the order of 10'® Hz, so
the value of wy obtained here is lower than expected. However, care must be taken
in interpreting the physical meaning of these parameters. The actual failure event
in these simulations is the initiation of chain slippage near chain-end defect sites.
The initiation of chain slippage requires the rupture of more than a single hydrogen
bond, and as such, the activation energy parameter obtained here should actually be
interpreted as the energy required to initiate chain-slippage, which requires multiple
hydrogen bonds near the defect site to rupture. Similarly, the frequency parame-
ter wy does not represent the frequency of a single hydrogen bond, but rather some
collective frequency measure of the group of bonds which fail, which may account
for the lower-than-expected value obtained here. Considering these observations, the
KTOF parameters obtained here for hydrogen bond rupture are reasonable, and as
with the case of primary bonds, it can be concluded that the failure of hydrogen
bonds near chain-end defects can be modeled via reliability theory, and that the
assumption that failure rate can be determined by the proposed KTOF relation (4)

is a good approximation to the actual bond behavior.
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Figure 13: Strain at first hydrogen bond failure at several strain-rates and temperatures
for the pattern depicted in Figure 12, as simulated using PCFF. The fitted colored lines
represent the failure model predictions fitted to the data (open circles). Error bars are +1
standard deviation as computed from the square root of variance in equation (A.4). Red
markers represent average strain at first failure at the temperature indicated in the figure

legend.

4.5 Discussion

The results presented here demonstrate that it is possible to use concepts from re-
liability theory to predict the onset of both primary or secondary bond rupture in
crystalline PPTA. The limitation of the model as presented is that predictions can
only be made about the onset of first-bond failure, whether that is a primary bond
(in the cases of a perfect crystallite or sufficiently sparse defect concentration) or
secondary bond (in the case of clustered defects). To truly take advantage of this
modeling approach to make predictions subsequent bond ruptures (and predict total
crystallite failure) with arbitrary distributions of defects, a method must be devel-
oped to predict bond failure rates for bonds near pre-existing chain-end defects sites,
as well as the change in bond failure rates after the first-bond rupture occurs in
a crystallite. Our previous work [8] examined how bond stretch levels changed in
bonds near chain-end defect sites, and this information could be used to character-

ize individual bond failure rates based on their location in the crystallite — bonds
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experiencing increased stretch (stress concentration) will have higher rates of failure
than bonds far away from defect sites, which will in turn have higher rates of fail-
ure than bonds experiencing decreased stretch (stress relaxation). Addressing how
bond failure rates change after the first failed bond is more challenging. This is
due to the conversion of bond potential energy into kinetic energy when a covalent
bond rupture or chain-sliding event occurs. The diffusion of this kinetic energy into
nearby PPTA chains creates a more severe disturbance of local crystal structure than
does a pre-existing chain-end defect, therefore introducing stress concentrations in
nearby bonds which are difficult to quantify due to the dynamic nature of the rupture
event. If these items could be addressed, it would be possible to perform Monte-Carlo
style simulations whereby crystalline PPTA is represented as a bead-spring array of
bonds, each of which has individual failure probabilities computed based on their
proximity to defects and the effects of recent nearby bond ruptures — a relatively
simple version of such a model has been previously implemented by Termonia and
Smith [63, 64] to make predictions about strain-rate effects in polymer fibers. Such
a methodology would hypothetically allow the prediction of the strain-to-failure con-
stitutive response of a crystallite with any defect distribution and under any loading

conditions of interest.

5 Conclusion

This work has examined in detail the failure behavior of crystalline PPTA, par-
ticularly with respect to the influence of strain-rate and temperature in dynamic
strain-to-failure simulations. The strain-to-failure simulation results in Section 3
show clear trends of increasing failure strain with increasing strain-rate and decreas-
ing temperature, as well as dependence of failure strain on crystallite size, with larger
crystallites exhibiting a lower failure strain compared to smaller crystallites under
the same loading conditions. The dynamic strain-rate simulation results are partic-
ularly interesting when compared to the experimental observations of aramid fiber
strain-rate sensitivity discussed in Section 1: the simulations conducted here show
a clear strain-rate sensitivity of the crystallite strength, but not the modulus, sug-
gesting that any experimentally observed modulus sensitivity may stem from fiber

microstructure at a hierarchy above that of the individual crystallite (e.g., inter-

28



B. Mercer, E. Zywicz, and P. Papadopoulos

crystallite interactions).

Through a variety of simulations, the crystallite failure behavior has been shown
to be consistent with the kinetic theory of fracture, which postulates that failure
in solids is driven by stress-assisted thermally fluctuating bonds whose likelihood of
failure depends on temperature and loading conditions. In Section 4, a model was
proposed which leverages concepts from reliability theory to make predictions about
the onset of both primary and secondary bond failures, and was shown to yield physi-
cally realistic kinetic theory of fracture parameters when calibrated to MD simulation
results. In addition to offering further confirmation that PPTA crystallite failure is
well-characterized by the kinetic theory of fracture, the model represents a promis-
ing starting point for deducing an approach to predicting the onset of crystallite
failure (rather than first-bond failure as done here) based on bond fluctuation statis-
tics, rather than relying on costly MD simulations. In particular, such an approach
would allow the prediction of failure in crystallites too large and/or at strain-rates
too slow to be feasibly simulated using MD.

The combined contribution of this work and our previous work [8], which ad-
dressed the important role that chain-end defects play in both the strength and
modulus of a crystallite, is an improved understanding of the PPTA polymer chain
mechanics and PPTA crystallite mechanical behavior. These findings could serve as
a foundation for developing a constitutive model for a single PPTA crystallite con-
taining defects, which in turn is a good basis for developing a multiscale model for
predicting the behavior of single aramid fibers. There is significant value in adopting
a multiscale modeling approach for aramid fibers due to their microstructural com-
plexities. Indeed, a multiscale aramid fiber model could account for specific defect
patterns, chain lengths, or other known microstructural characteristics in order to
make predictions about a fiber’s constitutive behavior, thus leading to a continuum-

scale constitutive model based on specific knowledge of a fiber’s microstructure.
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Appendix

A Summary of pertinent reliability theory principles and equations

Let the time-to-failure 7 of a component or system be a continuous random variable
in time with continuous probability density function (PDF) f(t). In reliability theory,
system failure is more commonly discussed in terms of the hazard rate (or failure
rate) h(t), which represents the instantaneous rate of failure conditional on failure

having not occurred before time ¢. The PDF of the system is related to h(t) by

£(£) = h(t) exp [— /0 th(t’) dt’] . (A.1)

One may compute the probability that the component of interest survives until time
t (or, equivalently, that failure occurs after time t), which is given by the survival
function S(t) = [~ f(#')dt'. The relationship between S(t) and h(t) is therefore

S(t) = exp [— /0 t h(t') dt’] . (A.2)

The mean time-to-failure ¢; equals the expectation E(7), which can be shown to be

ty = / S(t)dt . (A.3)
0
Similarly, the variance o2 of the mean time-to-failure may be expressed as
o = /0 2tS(t) dt —t} . (A.4)

A system may comprise a collection of components, each with its own failure rate.
A series system is a configuration in which failure of a single component results in
system failure. The failure rate hgys of a series system of components which operate
independently of one another is the algebraic sum of the individual failure rates of

the components, that is,

N
has = > hi, (A.5)
i=1
where h;, 1 = 1,2,..., N, is the failure rate of component 7 in a system with N

components.
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B Reliability theory prediction of first-bond failure strain under strain-

rate crystallite loading

Starting from the failure rate function defined in equation (12), the failure rate
function for a system of N bonds is S\N(t, é,T) = Nj\o(t, ¢,T), and applying equa-

tion (A.2), the survival function for the system takes the form
t ~
S(t,é,T) = exp [—/ An(t',€,T) dt']
0

o wolN kT l—e yEét
= exp|————|1—ex .
P\ Ee PT

With the survival function defined, the mean time-to-first-bond failure under con-

(A.6)

stant strain-rate loading may be calculated according to equation (A.3) and the

failure strain at first-bond failure €y, is then found to be equal to

kyT
= étyy, = ——— Ei(— A.
€fb étgy B exp (C)Ei(-C) , (A.7)
where the constant C' is given by
woNky T Uy
_ _ -9 A.
¢ ~Ee 0P ( ka> ’ (A8)

and Ei(z) is the exponential integral function. Using series expansions for the expo-

nential and exponential integral terms [65], €7, can be expressed as

€ = %(_ In(C) — G+ 0(0)) , (A.9)
where G is the Euler-Mascheroni constant. When C' is small, e.g. for large strain
rates, the O(C) term in equation (A.9) becomes negligible, and the expected strain
at first-bond failure can be approximated as

€ R ﬁ(—ln(C) - Q). (A.10)
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